Statistical methods for separating human and
automated activity in computer network tratfic
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1. Problem 4. The model

Most datasets used for cyber-security can be consid- e For simplicity, assume 7' mod 86400 = 0 and 7' mod p = 0.
ered as mixtures of human and automated events. For Then the density of an arrival time can be decomposed as:
example, it is estimated that the proportion of auto-

mated traffic in Network Flow data is approximately f(tilzi) o falai)™ fu(y)' =

95%. For statistical purposes, it is essential to correctly
separate these two types of activity, in order to build
sound models of normal behaviour of the network.

e Human events are modelled using the daily arrival time y;,
automated events using the wrapped arrival time z;.

Fixed phase polling: event times occur every p seconds plus a
random zero-mean errotr.
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Unknown density of the daily arrival times — step function:
14
p(yilzi =0, h, T,0) = Ty (Yi) Figure 2: Example of the densities used in the model
3:21 7'(3+1) — T(5) 7@ TG+D) for p = 6 hours, u = , o2 =1,0 = 0.5, ¢ = 12,
T; = 2%, h chosen to resemble a human-like distribution.
where / is the number of bins, 7 = (74, ..., 7¢41) are the bin Top plot (red): density of the automated events. Middle
locations, and h = (h1, ..., he), Z hi = 1 h; >0V j are the plot (blue): density of the human events. Bottom plot
bar heights. (green): density of the 50-50 mixture.

The resulting model, assuming 7' mod 86400 = 0 and |7T'/p| > T mod p, is a mixture of the two components:
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Figure 1: Imperial College network graph on June 7, 2017, 11:15 ftilz) <\/27T0' Z 202 ( ) Z T(j+1) — T(j) TGy (a+1))( )

k=— =1
— 11:16am. Each node corresponds to an IP address, an edge is - ’
drawn if the two IPs have connected within the observation period.
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Methodology developed in Heard, Rubin-Delanchy -0~ Bega(’m, 00),
and Lawson (2014): = hl|¢, 7 ~ Dirichlet|n(7(;1+1) — 7(;)],
e {1,t9,...,tny — timestamps of the NetFlow events — 7|0 a Unif[0, 2)",
involving a client X and a server Y, d
— ¢ ~ Geo(v).

N (t)'é Z 0 _1> c.oun:}llng }froctei? nu;rll;er of NetP;I/OVI A Collapsed Metropolis-within-Gibbs
records involving the client X and the server Y a sampler with RIMCMC can be used to

eacl} time point ¢, sta;rtlng from ¢ =0, sample from the posterior distribution.
Periodogram S(f) at frequency f > 0: The algorithm successfully separates hu-
man and automated activity in synthetic @ <

m v
AN (1) — N(T) - (labelled) datasets. Geometric
T Reasonable results on real edges, where
the true labels are not available. Figure 3: Graphical representation of the joint Bayesian model.

where dN (t) = N(t) — N(t — 1).
Fourier’s g-test for the null Hj of no periodicities:

Max| << |T/2] S(f) k 8 days of connections between an IP X and the outlook.com IP 13.107.42.11.
g = S S(f) fi = TAt 7375 events, 1329 filtered human connections.
tsgs(T/2] = The activity slightly increases during the day, suggesting a mixture of human and automated events.
Setting A = min{|1/g], | T/2]}, the p-value is: ghe.dis’ﬁbut.io}rlltof human events obtained from the model shows a clear diurnal pattern, with reduced activity
uring the night.
( ) Events are not labeled in this example, but encouraging results have been obtained on synthetic labeled data.
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3. Transforming the data

Suppose that an edge is periodic at significance level
a with periodicity p = T'At/argmax; << |1/ S(f).
Letty,...,tn be the sequence of arrival times on the
edge. The quantity of interest for inference is a latent
assignment z;, defined as follows:

if ¢; is automated Figure 4: Daily distribution of the Figure 5: Distribution of the wrapped Figure 6: Estimated density of human events.
data, slight evidence of increased ac- data, p = 8s and model fit (MAP esti- Clear diurnal pattern, activity mostly concentrated
where P(z; =1)=60and P(z; =0) =1 — 6. tivity during working hours. mates of p and o°). in working hours.
Two quantities are used to model the arrival times:
e the wrapped arrival time z;:

. { 0 if ¢; is human
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